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Key Messages   

Machine learning (ML) has the potential to increase 
the efficiency of evidence syntheses. During 2020-
2021, a team in the division for Health Services at the 
Norwegian Institute of Public Health, tested and docu-
mented pros and cons of using ML in various phases of 
the conduct of various evidence syntheses, and built 
employees’ competence in using ML. This report de-
scribes the work undertaken by the ML team, project 
results and lessons learned.  
 
The ML team focused attention on ML functions and 
systems available within EPPI Reviewer: Priority 
screening, Custom and Pre-built classifiers, RobotRe-
viewer to assess Risk of Bias, Automatic text cluster-
ing, and Microsoft Academic Graph (MAG). We imple-
mented ML functions across 19 project teams and 
trained 23 employees. We found that utilizing ML in 
our reviews increased speed, with no identified threats 
to methodological quality. Screening time was reduced 
by 60-90% in all projects. Automated study categoriza-
tion – while applicable to a smaller range of projects – 
reduced manual time in this phase by 60-70%.   
 
ML can, and should, change usual project workflows. 
The review process can become less linear and more 
cyclical, and several tasks can be conducted in parallel. 
However, workflow changes are not insignificant for 
those involved, and future ML work would benefit 
from a structured approach to both change manage-
ment and innovation diffusion. 
 
The report concludes with lessons learned and experi-
ences gained. They shaped our proposals for future ML 
strategies, covering capacity-building, innovative activ-
ities, evaluation of effect, and workflow optimization.  

Title: 
Implementation of machine 
learning in evidence syntheses 
in the Cluster for Reviews and 
Health Technology Assess-
ments: Final report 2020-2021 
---------------------------------------- 
Publisher: 
The Norwegian Institute of Pub-
lic Health conducted the project 
based on an initiative by the 
Cluster of Reviews and Health 
Technology Assessments, 
Division for Health Services at 
the NIPH 
----------------------------------------  
Type of publication: 
Report 
---------------------------------------- 
Activity timeline: 
Dec 2020 - June 2021 
----------------------------------------- 
Machine learning functions 
evaluated and implemented: 
 
Priority screening 
Classifiers (3 types)  
RobotReviewer to assess Risk 
of Bias   
Automatic text clustering 
Microsoft Academic Graph 
(MAG)  
-------------------------------------- 
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Hovedbudskap 

Maskinlæring kan bidra til betydelig effektivisering av 
kunnskapsoppsummeringsprosesser. Et lag i Området 
for helsetjenester ved Folkehelseinstituttet evaluerte 
og dokumenterte i 2020-2021 fordeler og ulemper ved 
maskinlæring i flere faser av kunnskapsoppsumme-
ringer, og bygde medarbeidernes kompetanse i å 
bruke ulike funksjoner. Denne rapporten beskriver la-
gets arbeid, resultater og erfaringer.  
 
Maskinlæringslaget fokuserte på funksjoner som er til-
gjengelig i EPPI-Reviewer verktøyet: «priority screen-
ing», flere typer classifiers, RobotReviewer for å vur-
dere risiko av skjevheter, «automatic text clustering», 
og Microsoft Academic Graph. Vi implementerte funk-
sjonene i 19 prosjekter og opplærte 23 medarbeidere. 
Et hovedfunn er at maskinlæringsfunksjoner reduserte 
manuell tidsbruk, uten reduksjon i metodisk kvalitet. 
Tidsbruk på vurdering av studier gikk ned med 60-90 
% i alle prosjekter. Automatisk studiekategorisering 
reduserte tidsbruk i denne fasen med 60-70 %.  
  
Maskinlæring kan og bør endre dagens arbeidsflyt. 
Kunnskapsoppsummeringsprosessen kan bli mindre 
lineær og mer syklisk, og flere oppgaver kan gjøres 
samtidig. Slike endringer kan være vesentlige for alle 
involverte, og i framtidig maskinlæringsarbeid vil det 
være nyttig med en strukturert tilnærming til både 
endringsledelse og innovasjonsspredning.  
 
Rapporten avslutter med erfaringer og lærdommer. 
Disse formet vårt forslag til framtidige strategier rela-
tert til kompetansebygging, innovasjonsaktiviteter, 
evalueringer og arbeidsflytoptimalisering. 

Tittel: 
Implementering av maskinlæ-
ring i kunnskapsoppsumme-
ringer i klynge for vurdering av 
tiltak: Sluttrapport 2020-2021 
--------------------------------- 

Hvem står bak denne publika-
sjonen?  
Folkehelseinstituttet utførte 
studien basert på et initiativ fra 
klynge for vurdering av tiltak, 
område for helsetjenster i FHI 
---------------------------------------- 
Type publikasjon: 
 Rapport  
--------------------------------- 

Tidsperiode for prosjektet: 
Des 2020 - Juni 2021 
----------------------------------------- 
Maskinlæringsfunksjoner 
som vi evaluerte og imple-
menterte: 
 
Priority screening 
Classifiers (3 types)  
RobotReviewer to assess Risk 
of Bias   
Automatic text clustering 
Microsoft Academic Graph 
(MAG)  
-------------------------------------- 
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Preface 

The Cluster for Reviews and Health Technology Assessments, Division for Health Ser-
vices at the Norwegian Institute of Public Health (NIPH) decided in the fall of 2020 to 
conduct a project on machine learning related to the conduct of evidence syntheses. 
The goals were to test and document pros and cons of using machine learning in vari-
ous phases of the conduct of evidence syntheses, as well as build employees’ compe-
tence in using machine learning. A team of seven worked toward these goals from De-
cember 2020 until June 2021. This report describes their work.  
 
The report is relevant for researchers and managers interested in implementing ma-
chine learning in their evidence syntheses. It is particularly relevant for evidence syn-
thesis environments that do not have machine learning specialists.   
 
Financing 
The work was self-initiated and financed by the Cluster for Reviews and Health Tech-
nology Assessments, Division for Health Services at the NIPH.  
 
Team members 
Project leader: Ashley Elizabeth Muller 
Team members: Heather Ames, Jan Himmels, Patricia Jacobsen Jardim, Lien Nguyen,  
Christopher Rose, Stijn Van de Velde  
 
Conflicts of interest 
All authors declare they have no conflicts of interest.  
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Background 

In early 2020, the Cluster for Reviews and Health Technology Assessments, Division for 
Health Services at the Norwegian Institute of Public Health (NIPH), became increas-
ingly aware of the potential benefits of using machine learning (ML) in the conduct of 
evidence syntheses. Thus, the leader team in the cluster decided to initiate a project on 
ML. The project had two overarching goals: To test and document pros and cons of us-
ing ML in various phases of the conduct of evidence syntheses, and to build employees’ 
competence in using ML. There were four objectives:  

• Develop and implement a capacity-building ML strategy for the Cluster of Reviews 
and Health Technology Assessments 

• Conduct a retrospective evaluation of ML performance in completed projects, and 
potentially evaluations in new projects, including recruiting and teaching project 
leaders 

• Report results of capacity-building and evaluations to leadership and others in the 
Division for Health Services 

• Stay abreast of methods and ongoing studies of ML in other health technology 
assessment organizations, and assess possibilities for collaboration  

 
A team of seven employees (all but one) from the Cluster for Reviews and Health Tech-
nology Assessments, dedicated much of their time from December 2020 until June 
2021 to the project. 
 
The ML team’s work was anchored in the preliminary NIPH strategies for the 2019-
2024 period concerning automation, increasing speed of evidence syntheses, and work-
flow and methods innovation. One of the goals of the division-specific strategies was for 
the Division for Health Services to become a leader in automation and digitalization of 
work processes, and to use these practices to summarize evidence more efficiently.  
 
On a related note, we mention that during this report’s preparation, the preliminary 
NIPH strategy was being revised. The machine learning team analyzed the preliminary 
strategic priorities and identified a need to integrate the ongoing, siloed ML activities at 
NIPH into a more cohesive, cross-division approach. Accordingly, the team began con-
tacting, mapping and discussing with other actors and research teams in NIPH involved 
with ML. The strategy changes we proposed are included in the new NIPH strategy: 
“NIPH shall be a leader in big data, machine learning, and automation within public 
health”, under strategic priority 7. We refer readers to a separate document which de-
tails our  machine learning strategy. 

https://www.fhi.no/nettpub/folkehelseinstituttets-strategi/
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Project results 

The following text details ML team activities undertaken January 2020 - May 2021. 
 

Time and resources 

The team of seven, including two advisors, was allocated a maximum of twelve months’ 
working time. The resources allocated to the team were adequate, although not fully 
exhausted by all team members. Some team members found it difficult to prioritize this 
team over projects with strict deliverables and timelines. The medium size of the team 
allowed us to work cooperatively and divide tasks among ourselves.  
 

Internal team capacity building and team-building 

To bring team members unfamiliar with the field of ML up to date, and as a team-build-
ing exercise, we spent the first four weeks presenting new research and concepts to 
each other in weekly three-hour meetings, followed by discussions. Presentations are 
available for future use as a ML syllabus. We also used the first part of the year familiar-
izing ourselves with EPPI Reviewer and its functions.  
 

Implementation and training 

The ML team supported the implementation of machine learning functions in 19 pro-
jects (including the original pilot project in August 2020). Twenty-three employees 
were trained, of which 18 were not members of the ML team. A list of projects and em-
ployees can be provided.  
 
Table 1 gives an overview of the team’s implementation and training activities. 
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Table 1: Overview of implementation and training activities 
Machine learning 
function 

Project 
teams 

Employeesa 
trainedb Training materials created 

 
Priority screening 
  

13 13 How-to guides in Norwegian and English, 
educational material 

Custom classifiers for 
screening 10 6 How-to guide, educational material 

Pre-built study design 
classifiers 1 2 Educational material 

Custom classifiers for 
study categorization 1 3 Educational material 

RobotReviewer to as-
sess Risk of Bias    
 

3 8 
How-to guide for project leaders, how-to 
guide for project members, educational 
material 

Automatic text cluste-
ring  

2 4 Educational material 

Microsoft Academic 
Graph (MAG)  
 

4 6 - 

a Including ML team members.    b Not all trained users can implement a function inde-
pendently.   

 
To support project leaders with the implementation of new ML functions, we provided 
one-on-one training and technical assistance. Each project received a dedicated ML 
team member who trained the project leader first, and then the rest of the team, and 
was available for immediate assistance when needed. This intensive technical assis-
tance ensured we were able to gather the data required for evaluation and validation 
activities, e.g. training time required. We used a training hand-off procedure to build ca-
pacity within the team: 1) a ML team trainee sat in on an experienced ML team mem-
ber’s training of a project; 2) both co-led the next training; 3) finally, the ML team 
trainee led a subsequent training, with the experienced member sitting in for assis-
tance.  
 
Intensive, often one-on-one technical assistance was necessary for project leaders to 
understand and implement particular functions, however, providing this level of in-
tense assistance was not sustainable or scalable. In most cases, technical assistance was 
not sufficient for project leaders to become confident enough to train others, although 
it did build their confidence in choosing to use a particular technique in future projects.  
 
Acknowledging that one-on-one technical assistance to all project leaders was not sus-
tainable, we developed stand-alone training materials for project leaders and/or mem-
bers. These materials encourage users to begin implementation independently of the 
ML team. At the time of report writing (June 2021), these materials are in the final 
phase of piloting and feedback collection. So far, the training materials have been suc-
cessful in supporting project leaders to more independently implement ML functions, 
and reduce technical assistance needs from the machine learning team.  
 
There remains uncertainty in responsibility for tasks among overlapping actors provid-
ing digital support: the digital tools team (and EPPI superuser within that team), the 
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ML team, and EPPI software support. In response and in agreement with the digital 
tools team and leadership, responsibility was delegated for basic EPPI functions to the 
digital tools team and ML functions to the ML team. We also encouraged project leads 
to contact EPPI support for questions, but the threshold appeared higher for this than 
asking questions in-house. The new EPPI superuser’s involvement in an early ML pro-
ject has proven valuable as software skills were expanded with technical understand-
ing of basic ML techniques – this overlap may be a prerequisite for optimal coordina-
tion between the two teams.  
 

Testing and validation 

While all ML functions available in EPPI-Reviewer are fully developed and have exten-
sive documentation of validity, the majority lacked published validation studies specifi-
cally conducted within the field of evidence synthesis. We decided that internal/institu-
tional evaluations of all functions were a necessary first step to increase trust and buy-
in among colleagues. Additionally, these evaluations provided a stronger foundation to 
evaluate particular functions’ usefulness to our workflows. Almost all evaluations were 
integrated into ongoing projects, with exception of the retrospective evaluation of ML 
within screening (NICE is leading a simulation study of retrospective studies to identify 
“stopping criteria” for screening, while this team built and evaluated custom classifiers 
using previously completed projects) and a parallel initiative of our librarians to test 
Microsoft Academic Graph.  
 
We created user-friendly introductions to each ML function; please see User-friendly 
summaries of machine learning functions. These 1-page, introductory infographics 
were developed to help project leaders understand the different functions, when to use 
them, and how to combine them.  
 
In the following subsections we present how we tested and validated each of the func-
tions as well as recommendations for next steps and/or implementation. Table 2 pro-
vides is a summary. Characteristics of each function is found in the description of each 
function further below. 
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Table 2: Overview of evaluated techniques, benefits, and recommendations 
Function Relevant  

review types 
Workflow 
changes to 
optimize 
benefits 

Benefits Next steps 

Priority screening 
 
 

All Single- or 
auto-screen-
ing. Screening 
de-prioritiza-
tion. 

60% less time used to 
screen. Rapid team un-
derstanding of inclu-
sion criteria. Rapid 
communication of po-
tential review size (or 
other issues) to com-
missioner.  

Scale up imple-
mentation 

Custom classifiers 
for screening 

Reviews with 
clear inclusion 
criteria and re-
search ques-
tions 

Single- or 
auto-screen-
ing. Screening 
de-prioritiza-
tion. 

60-90% less time used 
to screen, when pre-
ceded by priority 
screening  

Scale up imple-
mentation 

Pre-built study de-
sign classifiers 

Reviews of 
RCTs. Over-
views of SRs. 

Single- or 
auto-screen-
ing. Screening 
de-prioritiza-
tion. 

Accurately identify pri-
oritized designs to re-
duce screening burden 

Scale up imple-
mentation 

Custom classifiers 
for study categoriza-
tion 

Review up-
dates. Rolling 
reviews. Litera-
ture searches 
with sorting. 
Large reviews 
that have al-
ready begun 
categorization. 

Single- or 
auto-catego-
rization (data 
extraction) 

32-77% less time used 
to categorize. Equally 
as accurate as any one 
reviewer, blinded or 
non-blinded.  

Evaluate further. 
 
Explore addi-
tional applica-
tions 

RobotReviewer to 
assess Risk of Bias 

Reviews of 
RCTs 

Use as peda-
gogic tool, 
particularly 
for newer re-
searchers 

Equally as accurate as 
one researcher. No re-
liable time estimates.  

Scale up imple-
mentation 

Automatic text 
clustering 
 

All Single- or 
auto-screen-
ing. Screening 
de-prioritiza-
tion. Single- 
or auto-cate-
gorization 
(data extrac-
tion). 

In screening: 74% less 
time to screen when 
applied to the least rel-
evant studies. In study 
categorization: Equally 
as accurate as one re-
searcher. 34% less 
time to categorize 
when semi-automated; 
71% less time when 
fully automated. 

Explore addi-
tional applica-
tions. 
 
Scale up imple-
mentation within 
screening 

Microsoft Academic 
Graph (MAG)  
 

Review updates Supplement 
or replace 
some data-
base searches 

Retrieve fewer and 
more relevant studies 
than traditional data-
base searches. 
Potentially replace one 
or more database 
searches. 

Librarians 
proceed 

Explanation: RCT=randomized controlled trial, SR=systematic review. 



 
 
 

11  

Priority screening 

Priority screening learns from researcher screening decisions and pushes relevant 
studies forward in the screening queue (table 3). This technique does not make screen-
ing decisions, but helps researchers identify and handle included studies first.  
 
Table 3: Brief description of characteristics of priority screening 

Type of machine 
learning 

Supervised, human-in-the-loop, active learning 

Combination with 
other ML functions 

Optimizes the subsequent use of custom classifiers 

Review stage Title and abstract screening 
Degree of difficulty Easy 
Support needs Low - Can be implemented independently with email sup-

port from EPPI or ML team 
 
Five projects contributed to this evaluation:  

• Secure institutions for youth 
• Understanding and helping children who resist or refuse postseparation parental 

contact  
• Systematic review of RCTs of treatment for perpetrators of sexual violence  
• The relationship of travel distance to delivery institutions and accompaniment  
• The effects of covid-19 on children and youth’s wellbeing  

 
How did we test the function? 

• In the pilot project, we randomized 14,000 studies to be screened as usual 
(randomly) or using priority. Researchers tracked time spent, and we 
calculated inclusion rates after regular amounts of studies had been screened.  

• Subsequent projects used priority screening exclusively (with no comparison to 
random screening) and we tracked inclusion rates at regular intervals. 

 
What have we found so far? 

• Time savings in the screening phase: 60% less time compared to screening as 
usual, if used until the inclusion rate flattens and then moving to single-
screening (pilot study). 90% less time when used in combination with custom 
classifiers and switching to single- or auto-screening for studies under or over 
various cut-offs (see Classifiers).  

• Efficiency: 95% of all included studies are found after screening 7.5-35% of 
retrieved studies. The more precise the PICO (and the more precise human 
screening), the more efficient priority screening is, and the quicker all included 
studies are identified.  

• Other benefits: It requires precision of inclusion criteria immediately in the 
screening process, and therefore a clarification of misunderstandings earlier, 
both within the project team and between the project team and commissioner. 
It also allows projects to provide commissioners with estimates of project size 
quickly.  

• Usefulness: Highly accepted by the teams that have used it. 
 

https://www.fhi.no/publ/2020/bruk-av-lukkede-institusjoner/
https://www.fhi.no/publ/2021/hvordan-forsta-og-handtere-barn-som-avviser-en-forelder/
https://www.fhi.no/publ/2021/hvordan-forsta-og-handtere-barn-som-avviser-en-forelder/
https://www.fhi.no/publ/2021/behandlingstiltak-for-personer-som-utover-seksuell-vold-i-nare-relasjoner/
https://www.fhi.no/publ/2021/betydningen-av-lang-reisevei-til-fodeinstitusjon-og-folgetjeneste-for-gravi/
https://www.fhi.no/publ/2021/konsekvenser-av-covid-19-pa-barn-og-unges-liv-og-helse/
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Workflow changes that optimize benefits 
• Priority screening necessarily changes existing screening workflows, and more 

than any other function we have evaluated. For example, the project team 
should sit together electronically or in person when screening the first 200 
studies, and reconcile screening conflicts much more frequently and at regular 
intervals.  

• Move to single-screening, and/or de-prioritize screening, after the inclusion 
rate plateaus. To maximize time savings, build a custom classifier. 

• Begin full-text screening in parallel, as relevant studies are identified 
immediately.  

 
Next steps 

• We are confident that priority screening can be implemented across all 
projects.  

 

Classifiers 

Classifiers use natural language processing to predict membership of a piece of data 
(e.g. text in the title and abstract of a study) into one of two binary categories: “A” vs 
“not A” (table 4). For example, include vs exclude, or population of interest vs not the 
population of interest. “Pre-built” classifiers are those that have been trained and vali-
dated. “Custom” classifiers refer to any classifiers built by a user. Within EPPI-Re-
viewer, several pre-built classifiers are available, and users can build their own. We 
conducted three separate evaluations.   
 
Table 4: Brief description of characteristics of classifiers to screen or categorize 

Type of machine learning Supervised, human-in-the-loop 
Combination with other 
ML functions 

Ideal after priority screening 

Review stage Title and abstract screening, or data extraction 
Degree of difficulty High. Requires both understanding of the ML process 

behind it, and high user skills in EPPI.  
Support needs Our user guide can be followed. 60-120 min of ML 

team support to help project leaders the first time.  
 
Custom classifiers for screening 
This type of classifier is useful for all systematic reviews and health technology assess-
ments (HTAs) with clearly defined research questions and inclusion criteria. It is not 
recommended for overviews of overviews, broad scoping reviews with multiple re-
search questions, or for reviews with novel definitions of interventions, exposures, etc.  
The accuracy depends on model quality, which the ML team can help project leaders as-
sess in order to proceed correctly.  
 
Nine projects contributed to this evaluation: an update of a covid-19 rapid review, one 
EUnetHTA rolling collaborative review and two updates, three scoping reviews, three 
reviews of RCTs/cohort studies, and one overview of reviews.  
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How did we test the function?  
• Review of RCTs: We built a custom classifier after having screened (using 

priority screening and pre-built classifiers) 13.5% of references. We auto-
screened all studies <10% likely, then manually single-screened to quality 
control. Screeners tracked time.  

• Review of cohort studies: We built a custom classifier after having screened 
61% of references. We deprioritized and single-screened all studies <30% 
likely, while writing the report.  

• EUnetHTA rolling review and covid-19 update: We built a classifier first after 
having screened the first 1000 studies, and at regular increments thereafter, 
and repeated during subsequent updates.  

• The remaining studies contributed to a retrospective evaluation. In seven 
completed reviews, we trained classifiers using random samples of 50 and 100 
studies, as well as the first 25 studies included and a random 25 excluded 
studies (balanced between included and excluded), applied these to the 
remaining studies, and compared classifications with actual screening decisions 

What have we found so far? 
A <30% cut-off criteria is highly accurate to predict exclusion:  

• Studies below this cut-off can be auto-screened as irrelevant. 
• No studies included at full-text are lost.  
• 18-90% fewer studies can be screened at title and abstract level.  
• Studies included first by priority screening should be used to train the classifier. 

These classifiers performed better than models with larger but randomly 
chosen training sets. 

• This applies to SRs with clear research questions and well-defined 
interventions or exposures.  

There are significant time savings even using a more conservative cut-off:  
• In practice: Auto-screening <10% relevant studies saved 48 hours (36% of total 

screening time), with complete accuracy.  
• Retrospective estimates:  

o Auto-screening <10% and >90% relevant studies, saves 90% of 
screening time. 

o Single-screening <50% relevant studies saves 60-70% of screening 
time.   

• This applies to systematic reviews with clear research questions and well-
defined interventions or exposures.  

When custom classifiers do not work: 
• In broad scoping reviews with multiple RQs or novel definitions of exposure, 

the data was not good enough to create a strong model. 1-2% of included 
studies were missed using a <30% cut-off.  

What do we need to do next to find out more? 
• Evaluate in a qualitative evidence synthesis.  
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• Improve training materials to make new users more independent and to reduce 
training burden on the ML team.  

• Scale up teaching of necessary basic ML knowledge, to reduce user threshold to 
use this technique. 

• Consider making guidelines regarding a cut-off threshold that could be 
implemented in evaluated product types.  

 
Pre-built study design classifiers 
This type of classifier is applied to identified studies to identify three specific study de-
signs: RCTs, systematic reviews, and economic evaluations. We did not evaluate the 
economic evaluation classifier. These classifiers are already fully developed and vali-
dated.  
 
The following projects contributed to this evaluation:  

• Pilot and retrospective evaluation: Systematic review of RCTs of treatment for 
perpetrators of sexual violence (12,000 references, 1.5% included at title and 
abstract, 0.1% included at full-text). Prioritized study designs: systematic 
reviews, then RCT, then n-RCT. 

• Retrospective evaluation: Overview of reviews of remote patient monitoring 
RCTs (3,000 references, 4.8% included at title and abstract, 0.1% included at 
full-text). Due to a complicated research question, this project involved 
assessing primary studies included within systematic reviews.  

How did we test the function?  
• Pilot: We applied study design classifiers consecutively, according to prioritized 

study design: first the systematic review classifier, then RCT classifier. We 
prioritized screening of those classified as >50% likely. At the end of the 
project, we checked all included studies’ classifier score to see if they had been 
captured by the relevant study design classifier. 

• Retrospective evaluations: We retrospectively applied the relevant pre-built 
classifier(s) to screened studies in two reviews. We compared classifications to 
actual screening and inclusion decisions.  

What have we found so far? 
• Highly accurate: Pre-built classifiers are excellent at identifying study designs, 

confirming previous research. In the pilot study, 100% of included RCTs were 
identified by RCT classifier (as well as two included n-RCTs).  

• <30% cut-off is accurate to auto-screen and reduces screening burden: They 
can be trusted to auto-screen irrelevant designs using a <30% cut-off, with no 
relevant studies lost. In the retrospective evaluations, auto-screening would 
have reduced screening burden by 25-76% studies at the title and abstract 
level, and 2-63% at full-text level.  

• >50% cut-off is accurate to prioritize relevant designs. In the pilot study, 7 of 8 
included studies were identified by the SR and RCT classifiers (the remaining 
study was a different study design and identified by a custom classifier). These 
were captured after having screened only 13.5% of 12,000 references.  

https://www.fhi.no/publ/2021/behandlingstiltak-for-personer-som-utover-seksuell-vold-i-nare-relasjoner/
https://www.fhi.no/publ/2021/behandlingstiltak-for-personer-som-utover-seksuell-vold-i-nare-relasjoner/
https://www.fhi.no/publ/2020/oppfolging-av-kroniske-sykdommer-med-medisinsk-avstandsoppfolging-i-primarh/
https://www.fhi.no/publ/2020/oppfolging-av-kroniske-sykdommer-med-medisinsk-avstandsoppfolging-i-primarh/
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Next steps: 
• These are well-developed and there is no need for further internal evaluation.  
• Improve training materials to make new users more independent and to reduce 

the training burden on the ML team.  
• Scale up teaching of necessary basic ML knowledge, to reduce user threshold to 

use this technique. 
 
Custom classifiers for study categorization 
This type of classifier is relevant for review updates, rolling/living reviews, and other 
large projects (3000+ studies). It categorizes studies based on titles/abstracts, which 
can be used as a direct form of data extraction, or as a sorting exercise in order de/pri-
oritize or target screening or other actions.  
 
The following projects contributed to this evaluation:  

• Covid-19 living map: Studies were manually categorized according to 
title/abstract to at least one population and one intervention. Thousands of 
new studies each week required significant scaling up of activities.  

• EUnetHTA rolling collaborative HTA on rare medications for covid-19: The 
team could not rely solely on priority screening, as rare medications were not 
being picked up and thus the algorithm could not learn to identify them. 
Neither could the team rely on manual screening, due to the amount of studies 
and the rolling deadlines.  

 
How did we test the function? 

• Covid-19 living map: After categorizing 2,400 studies, we built custom 
classifiers to predict the 50 most common categories. 200 unscreened studies 
were randomized into 1 of 3 arms (2 researchers blinded to each other, fully 
manual; fully automated, with quality-control by 1 researcher; semi-
automated, with 1 researcher non-blinded to the classifiers and 1 researcher as 
quality-control). Three researchers were randomly assigned studies within 
each arm. Precision, recall, and time were tracked.  

• EUnetHTA rolling review: Classifiers were built to identify studies of 
prioritized rare medications that they team had not yet identified through 
priority screening. That is, classifiers identified studies of thematic relevance 
to prioritize for human screening, rather than identifying studies relevant for 
inclusion.  

 
What have we found so far? 

• 60-70% time savings in categorization compared to manual practice 
• Successfully identified rare studies for further screening, which otherwise 

would not have been identified through priority screening 
• Equal accuracy compared to manual practice (Figure 1) 

 
  

https://www.fhi.no/en/qk/systematic-reviews-hta/map/
https://www.eunethta.eu/covid-19-treatment/


 
 
 

16  

Figure 1: Accuracy of custom classifiers 

 

 
 
What do we need to do next to find out more? 

• Continue evaluation in future review updates or rolling reviews.  
• Scale up implementation through teaching and training so that more project 

leaders can be independent.  
 
RobotReviewer to assess Risk of Bias  

RobotReviewer is fully developed ML system that assesses the first four domains of 
Cochrane’s Risk of Bias tool and extracts relevant text to justify each assessment (table 
5). It is integrated into EPPI Reviewer, as well as a standalone web-based tool. 
 
Table 5: Brief description of characteristics of RobotReviewer to assess Risk of Bias  

Type of machine 
learning 

Semi-automated, human-in the-loop: the user can accept 
suggestions for domain assessments and attach text snip-
pets or amend them.  

Combination with 
other ML functions 

Not required 

Review stage Risk of Bias assessment for RCTs 
Degree of difficulty In EPPI Reviewer: intermediate skills. 

In the web-based version: no skills needed, but this is a 
slower alternative to EPPI Reviewer, and users were less 
positive. 

Support needs Minimal: Follow our how-to guide at your own pace. The 
EPPI superuser can you help you if you get stuck. 

 
We tested RobotReviewer in two systematic reviews of RCTs involving six researchers.  

• Work-related interventions for people on long-term sick leave: N=23 RCTs 
contributed 148 domains. Two experienced and two newer researchers. One 
researcher-pair used RobotReviewer within EPPI Reviewer; one pair used the 
RobotReviewer website. 

• Systematic review of RCTs of treatment for perpetrators of sexual violence: N=3 
RCTs contributed 12 domains. One experienced and one newer researcher. One 
researcher used EPPI Reviewer and the other used the RobotReviewer website. 
 

How did we test the function? 

https://www.fhi.no/publ/2021/arbeidsrettede-rehabiliteringstiltak-ved-langtidssykmelding/
https://www.fhi.no/publ/2021/behandlingstiltak-for-personer-som-utover-seksuell-vold-i-nare-relasjoner/
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• RCTs were randomly assigned into two arms for assessment: RobotReviewer 
within EPPI Reviewer, or the RobotReviewer website.  

• All researchers were able to see RobotReviewer’s domain and text suggestions 
while they made their own (i.e. no blinding). We measured human changes to 
RobotReviewer’s domains (160 in total), changes from individual human 
assessments to final assessments, whether RobotReviewer’s extracted text was 
deemed correct by humans, and time spent by every human on every step 
(administration, training, individual assessment, reconciliation, etc). Each 
person was also asked to report their overall impressions of the utility of 
RobotReviewer. 

 
What have we found so far? 
Accuracy 

• RobotReviewer was as accurate as any one researcher: researchers accepted 
83% of RobotReviewer’s assessments (133 of 160), and 81% (129 of 160) of 
each other’s assessments.  

• In 79% of domains, there was complete agreement between RobotReviewer’s 
assessment, a human’s assessment, and the final assessment after agreement 
with another human. In only 4% of domains did RobotReviewer under-
estimate bias. For all other domains, automated RoB was over-estimated.  

• Text snippets were sufficient for 86% of domains (86 of 104). This means 
researchers did not have to extract text justifications for 86% of these 
domains. 

• Human corrections to RobotReviewer did not correlate with human experience 
level (i.e. no sign of confirmation bias among newer researchers), or with 
reviewer order (i.e. no sign of confirmation bias among the first of two 
researchers). 

 
Time and resource use 

• Using RobotReviewer in EPPI Reviewer took 40% less time than using the web-
based version. However, time use varied substantially by individual, and 
estimates must be taken with caution. Time use did not vary consistently 
according to experience level, amount of human corrections to RobotReviewer, 
or even amount of human corrections during reconciliation.  

• We did not evaluate time use without automation.  
• Administration time without needing to train a team (1 leader, 2 members, 1 

support/analysis person): 2.6 hours. Administration time when training was 
needed, for an entirely new project team: 5 hours. 

 
Acceptance 

• Newer researchers said the extracted text helped focus their attention to the 
relevant parts of the study to examine, and that this saved time. Experienced 
researchers were, at worst, ambivalent. No one was negative to using 
RobotReviewer in the future, particularly the EPPI integration.  
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• Most researchers are not interested in replacing one reviewer with 
RobotReviewer, but in adding RobotReviewer to the existing process of two 
reviewers. 

 
What do we need to do next to find out more? 

• Recommendation: Repeat this evaluation in two new social/welfare reviews.  
• Recommendation: Explore adaptation to Cochrane’s Risk of Bias version 2. 
• Optional: If time saved compared to fully manual RoB assessment is of interest, 

repeat this evaluation in a large review; ideally with the same participants. 
• Optional: repeat this evaluation and measure acceptance more systematically.  
• Proceed with capacity-building by highlighting accuracy over time saved.   

 
We have an ongoing manuscript reporting these results which will be submitted in the 
fall.  
 
Automatic text clustering 

Clustering algorithms analyze the distribution of words, parts of words, or terms in ti-
tles and abstracts, then uses the specifications of the user to make clusters based on 
dis/similarity, with descriptive names (table 6). The references in a review are as-
signed to one or more automatically identified clusters, such that any two references 
within the same cluster are similar in some useful way, and any two clusters are dis-
similar in some useful way. Each cluster’s references, text (titles/abstracts), and search 
terms can be examined.   
 
Table 6: Brief description of characteristics of automatic text clustering  

Type of machine 
learning 

Unsupervised  

Combination with 
other ML functions 

When used to help screen irrelevant references: useful to 
precede with priority screening and custom classifiers  

Review stage Title and abstract screening, data mapping, study categoriza-
tion, searching 

Degree of difficulty Intermediate  
Support needs High: ML team provides an introduction and is available for 

troubleshooting. The user can follow EPPI’s guides and con-
tact the NIPH EPPI superuser or EPPI Centre for support. 

 
Automatic document clustering was tested across the following projects:  

• Pilot project for study categorization: Secure institutions for youth, a systematic 
literature search with sorting. 

• Pilot project for use in screening: Systematic review of RCTs of treatment for 
perpetrators of sexual violence 

• The relationship of travel distance to delivery institutions and accompaniment 
 
How did we test the function? 

• Study categorization or data mapping: We compared time use, precision and 
recall of manual study categorization (humans using human-designed 
categories), fully automated clustering (machine using machine-designed 

https://www.fhi.no/publ/2020/bruk-av-lukkede-institusjoner/
https://www.fhi.no/publ/2021/behandlingstiltak-for-personer-som-utover-seksuell-vold-i-nare-relasjoner/
https://www.fhi.no/publ/2021/behandlingstiltak-for-personer-som-utover-seksuell-vold-i-nare-relasjoner/
https://www.fhi.no/publ/2021/betydningen-av-lang-reisevei-til-fodeinstitusjon-og-folgetjeneste-for-gravi/
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categories), and semi-automated clustering (human using machine-designed 
categories), in a simplified systematic review. All 128 studies in a review were 
categorized by two humans manually. We then ran the clustering algorithm, 
and randomly assigned all studies to be either coded by a human researcher 
blinded to cluster assignment (mimicking two independent researchers) or by a 
human researcher non-blinded to cluster assignment (mimicking one 
researcher checking another’s work); the gold standard was agreement by a 
third researcher. Finally, we compared the original cluster assignments to this 
gold standard.  

• Screening: We applied auto clustering to half of all unscreened studies that had 
already been classified as irrelevant. One researcher screened as usual, while a 
second used the clusters to help screen. We tracked productivity. 

 
What have we found so far? 
Data mapping:  

• Most of the machine-created clusters were meaningful and useful, and some 
overlapped with manual categories. Machine-created clusters also uncovered 
one category not identified by human researchers – but it could not have been 
used to sort studies into the pre-determined categories.   

• Equal accuracy: When humans categorized according to the auto clustering 
scheme, automated clustering had similar precision to both blinded and non-
blinded researchers (e.g., 88% vs 89%), but higher recall (e.g., 89% vs 84%).  

• No evidence of confirmation bias: Researchers blinded and non-blinded to the 
cluster assignments did not categorize differently.  

• Time saved: Semi-automated clustering took 34% less time than fully manual 
categorization of 128 studies, including time spent making the 
categories/clusters to final agreement. Fully automated clustering took 71% 
less time (figure 2).  

 
Figure 2: Time used for categorzation of 128 studies (hours) 

 
 
Screening:  
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• Time saved: 74% less time used to screen irrelevant studies (383 excluded/20 
min with clusters, including the time needed to make the clusters, compared to 
100 excluded /20 min).  

 
Usefulness: 

• Study categorization / data mapping: Ideal for simpler products (scoping 
reviews, systematic literature with sorting), to quickly become familiar with 
available data and uncover similarities and differences between studies. 

• Screening: The more studies to screen, the more useful auto clustering is. It is 
particularly useful to screen or auto-screen irrelevant studies near the end of 
the priority screening process.  

• Norwegian studies can be clustered.  
• References without abstracts (often grey literature) are difficult to cluster. 

 
What do we need to do next to find out more? 

• For use in screening: test in 1-2 more projects with large amounts of studies, to 
confirm time saved. Randomize half of studies to be screened as usual, and half 
to be clustered and then screened.  

• For use in search term identification: a librarian team should evaluate 
usefulness of automatically vs manually identified terms, in a finished search 
strategy.  

• Clustering is a well-known ML technique. We should explore other innovative 
ways of applying auto clustering to systematic reviews, e.g. sampling within 
QES.  

• Scale up implementation.  
 
A manuscript reporting these results has been accepted upon minor revisions to Re-
search Synthesis Methods.  
 
Microsoft Academic Graph (MAG) 

Microsoft Academic Graph (MAG) is an online database and knowledge graph of 260 
million scientific publications, featuring a novel data structure that is based on ad-
vanced neural network machine learning (table 7). With MAG, researchers are able to 
search for research semantically, similar to searching in Google, and research is linked 
using an iterative, machine-learning-created hierarchy of 700,000 topics – rather than 
having to identify research based on keywords or database-specific terms. 
 
Within the EPPI software it is possible to use a selection of articles as a starting point to 
conduct literature searches of the whole database, by requesting the retrieval of similar 
studies. Hence the tool provides the option to update a review or supplement a search, 
based a previous version’s included studies or an already included batch of studies 
from a single database.   
 
In May 2021, Microsoft announced that the Microsoft Academic website will be retired 
on December 31, 2021. Although this means that introducing MAG searches more 
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widely is not sensible, gained experience supports the use of semantic/neural network 
searches, which are being developed by other players in the field (Google Scholar, Web 
of Science, and Scopus). Our gained experience will be of relevance when evaluating 
usefulness of other service provider's search functions in the future. 
 
Table 7: Brief description of characteristics of Microsoft Academic Graph 

Type of machine learning Neural network 
Combination with other 
ML functions 

Priority screening, custom classifiers 

Review stage Searching, title and abstract screening, review updat-
ing 

Degree of difficulty Low 
Support needs N/A – Librarians proceed 

 
We evaluated this function in the following projects:  

• Long covid 
• Risk factors of covid (4th update) 
• EUnetHTA rolling collaborative review of rare medications (3rd update) 
• An ongoing librarian evaluation led by Lien Nguyen  

 
How did we test the function? 

• Covid projects: We used MAG as a supplementary database for an update or to 
complement a simple search within a review. We used priority screening to 
immediately identify relevant studies following database searches, then entered 
the included studies into MAG, and retrieved relevant studies back.  

• EUnetHTA and librarian evaluation: We compared overlap between MAG and 
traditional database searches, to identify if studies were identified by only one 
of the two sources.  

 
What have we found so far?  

• MAG’s retrieved studies are 3-6 times more relevant compared to a single 
database’s retrieved studies, both at title/abstract and full-text level. MAG 
provided 23-50% of the studies included at full-text.  

• MAG retrieves up to 85% fewer studies compared to a single database search. 
• In one project’s update (EUnetHTA), MAG failed to identify one included study 

at full-text that the traditional search identified, due to a 4+ week lag after 
journal publication. In the librarian evaluation, MAG retrieved all included 
studies.  

 
What should a librarian team do to find out more?  

• Identify alternatives to MAG, due to MAG shutting down in December 2021.  
• Measure overlap between our commonly used databases and MAG (or MAG 

alternatives), to reduce searching in superfluous databases/sources.  
• Assess whether a traditional literature search can be replaced by searching 

exclusively in MAG.  
• Repeat this evaluation in social/welfare reviews.  

https://www.fhi.no/en/publ/2021/Long-Term-Effects-of-COVID-19/
https://www.fhi.no/en/publ/2021/COVID-19-risk-factors-hospital-admission-severe-disease-death-4th-update/
https://www.eunethta.eu/covid-19-treatment/
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• Repeat this evaluation in different review sizes, to estimate a threshold for 
when it is enough to search in/with MAG only. 

• Explore MAG’s potentials in grey literature searching, which is known to be 
time consuming. 

• Explore the potential implications of MAG (and its alternatives) to our 
conventional approach to searching. We need to be prepared for the next 
alternative, so that we can quickly implement and evaluate its functions.  

 

Collaboration outside of the ML team  

Part of the team’s work was to assess possibilities for collaboration, nationally and in-
ternationally.  
 
National Institute for Health Care Excellence and EPPI Centre 

We initiated a study with NICE and EPPI Centre to improve the priority screening algo-
rithms within EPPI. Each organization has contributed RIS files of completed projects, 
and NICE and EPPI programmers are running simulations with new algorithms. This 
study (k > 100 projects) is the largest simulation study of ML approaches with screen-
ing, and results will be used to suggest stopping criteria for screening, or when re-
searchers can stop manual screening.  
 
University of North Carolina 

We exchange researcher-oriented ML user guides and feedback with the University of 
North Carolina’s information specialists, who hold responsibility for ML activities 
within evidence synthesis.  
 
NIPH  

We initiated talks with: Divisions for Mental and Physical Health, Health data and digi-
talization, Infectious Diseases, and IT. 
 
We have reached out to researchers across the NIPH to map ongoing ML activities and 
interests, and held a one-hour networking meeting on 23. June 2021. The meeting goal 
was to be a springboard for knowledge transfer and collaboration beginning simply by 
communicating, as it appears that ML activities are siloed within both divisions and 
projects. We identified overlapping activities and drivers, and are working on next 
steps. 
  

Dissemination outputs 

User-friendly summaries of machine learning functions 

We created 1-page, user-friendly summaries of each ML function. They were developed 
to help project leaders understand the different functions, when to use them, and how 
to combine them.  
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User guides adapted to NIPH workflows 

See Appendix for information on user guides.  
 
One remaining assignment that we suggest continuing with in future projects is pro-
ducing template language about ML for project leaders to use in protocols and reports. 
Text has already been extracted from all published protocols and reports but needs to 
be transformed into template suggestions as well as integrated into the NIPH handbook 
for systematic reviews.  
 
Manuscripts   

Muller AE, Ames HMR, Jardim PSJ, Rose CJ (revision submitted and under review).  
Comparing automated text clustering with Lingo3G and human research categorization 
in a rapid review. Research Synthesis Methods.  
 
Jardim PSJ, van de Velde S, Rose CJ, Ames HMR, Meneses Echavez JF, Himmels J, Muller 
AE (in progress). A user-centered study of automating risk of bias in real-life systematic 
reviews.  
 
Røst T, Slaughter L, Nytrø Ø, Muller AE, Vist GE (in press). “Using neural networks to 
support high-quality evidence mapping”. BMC Informatics. 
 
Presentations 

Members of the team gave a number of presentations during spring 2021 (table 8). 
 
Table 8: Overview of presentations delivered by the ML team 

Date Presentation title Context and audience 
02.02.2021 Drøfting av planer og ak-

tiviteter lag for maskin-
læring 

Leader team, Cluster for Reviews and 
Health Technology Assessments 

3.03.2021 Microsoft Academic 
Graph 

Librarian faggruppe 

23.02.2021 Testing out Microsoft 
Academic Graph in 
covid-19 rapid reviews 

Citation networks in literature search - web 
conference, Norwegian Scientific Commu-
nity for Food and Environment 

15.03.2021 Getting to know the ma-
chine learning team – 
who we are and what we 
are working on  

Ukestart meeting, Division for Health Ser-
vices 

06.04.2021 Midtveis rapport Leader team, Cluster for Reviews and 
Health Technology Assessments 

26.04.2021 Results of a prospective 
user study of RobotRe-
viewer 

Project leaders and members who partici-
pated in the user study in the Cluster for Re-
views and Health Technology Assessments 

08.06.2021 Scaling up machine 
learning with a dedi-
cated team 

Network meeting of evidence synthesis or-
ganizations: NIPH, NICE (UK), EPPI Centre 
(UK), ICQIG (Germany), SBU (Sweden), 
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CADTH (Canada), Cochrane, Cochrane Neth-
erlands, MAGICapp 

25.05.2021 Proposal for a ML strat-
egy 

Leadership group, Cluster for Reviews and 
Health Technology Assessments 

21.06.2021 Hvor mange roboter 
trenges for å vurdere 
Risk of Bias?  

Ukestart meeting, Divsion for Health Ser-
vices 

23.06.2021 Introduction to HTV’s 
ML team 

Network meeting on machine learning and 
big data: representatives from all divisions 
+ IT 

2.11.2021 5 oral presentation ab-
stracts submitted; no de-
cisions yet about ac-
ceptance 

CADTH online conference: “Uncertain 
Times, Imperfect Evidence, and the Impera-
tive to Act” 

 
Strategy-related outputs 

We developed a proposal for a machine learning strategy for the Cluster for Reviews 
and Health Technology Assessments. The full strategy is presented in a separate docu-
ment.  
 
We also proposed a text for NIPH’s revised strategic priorities. The following text was 
submitted to the management in the Division for Health Services in May 2021:  
 
“Context: There is an increasing demand from users for high-quality products delivered 
faster, with greater efficiency, and at lower cost. There is also a growing societal need 
for high-quality, understandable, and accessible knowledge.  Furthermore, rapid devel-
opments in the types of data and advanced methods available are opening opportuni-
ties to increase efficiency and speed without compromising on quality. With the revi-
sion of the strategy document, we have the opportunity to develop a clear, cross-divi-
sion commitment to ML and methods innovation that can facilitate the systematic  
identification and implementation of tools and strategies to benefit a wide variety of 
products across the institute.  
 
The problem: We have identified machine learning (ML), big data, and advanced anal-
yses included directly or indirectly within several different strategic priorities in the 
2019-2014 institute strategy.  

• Forutse helsetrusler 
• Stor data og avansert analyse 
• Sanntidsovervåking 
• På tvers av sektorer 
• Enklere navigasjon 
• Helsedata skal komme til nytte 

But these strategies don’t appear particularly coordinated or connected – which very 
likely means untapped opportunities for knowledge transfer, capacity-building, innova-
tion, and de-duplication of work. For example, Jon Bohlin (Smittevern) uses machine 
learning in epigenetic modelling, Christian Madsen (Psykisk og fysisk helse) to predict 
maternal outcomes, and Yungsung Lee (Pyskisk og fysisk helse) to predict biological 
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age based on blood samples – similar techniques can be used in vaccine development 
and in epidemic modeling. 
 
The solution:  

• An institution-wide vision: FHI will be an innovative organization that uses 
machine learning, automation, and big data to deliver our high-quality 
products (kunnskap, beredskap, and infrastuktur) more effectively, while also 
increasing accessibility, and sustainability.   

• An institutional strategy that brings together the currently disjointed and 
vertical activities into a more cohesive, mutually beneficial and innovation-
oriented collaboration. FHI products (kunnskap, beredskap, infrastuktur) will 
be stronger if we can facilitate in-house knowledge transfer and coordination. 
Based on our networking regarding only machine learning, we see quite a lot 
of internal expertise that can be exploited, as well as numerous opportunities 
for external collaboration and capacity-building.  

• A Center of Excellence for knowledge innovation for machine learning, 
automation and big data. This will draw together/centralize/coordinate 
ongoing machine learning, other advanced methods, and workflow 
optimization projects involving arbeidsflyt, automation, and dating sharing, 
currently localized in Områder for smittevern, helsetjenester, helsedata og 
digitalisering, psykisk og fysisk helse, and IT (See figure for an example of the 
ongoing machine learning activities). 

  
  
 

 
Figure: A rapid mapping of current Machine learning activities 
(The yellow color represents ongoing activity) 
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The potential: Synergies that directly benefit existing strategies (see above).  

• Through coordinating område-specific activities, internal expertise will be 
identified and strengthened, and thereby made available for future 
development.  

• Increased efficiency and speed of production, while maintaining/improving 
quality, in the involved projects and knowledge products. Some examples: 
faster evidence synthesis in Område for helsetjenester, advanced 
epidemiological studies in Område for psykisk helse, rapid covid-19 
modelling in Område for smittevern.  

• Resources and time saved can be ‘banked’ back into 
development/innovation efforts. 

• This center, and FHI in general, could become a model for other public 
health institutions (strategic priority: ‘Norge i verden’). Through 
prioritizing ML innovation, we can demonstrate the implementation and 
success of cross-sectoral, horizontal programs rather than vertical, siloed 
initiatives.” 
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Lessons learned 

We managed to spark interest in ML, and successfully recruited and trained several 
project leaders and members to apply newly learned methods. Sole one-on-one train-
ings were, however, not sufficient for immediate method independence. To address 
this, educational and how-to guides were developed, and in the future, a new constella-
tion of the ML team with more employees involved in distinct short-term roles will sup-
port scalability.   
 
This team – initially mostly ML-novices – matured to internal training and implementa-
tion experts, through 4-5 weeks of internal capacity-building and peer-teaching. This 
was a sunk cost and delayed the start of other activities, although served the additional 
purpose of team-building. For future iterations of the team, recruiting employees with 
existing skills in ML and software within evidence synthesis would minimize large up-
front costs.  
 
Blocking out team members’ time allowed them to prioritize ML tasks, which were of-
ten naturally de-prioritized in the face of other commissions. Related to this, team 
members also needed to feel confident that risk-taking was allowed and encouraged; 
for example, testing out a ML function in a new software for several hours and conclud-
ing that it had limited utility was still a valuable use of time.  
 
It is crucial that the ML team continues to recruit “early adopters”: employees inter-
ested in ML and innovative methods, and willing to adopt and spread new skills and 
knowledge. It is equally important that the team be critical and aware of ML’s limita-
tions, but such constructive criticism should be provided by team members or advisors 
with ML experience, not by ML-naïve/skeptic team members.  
 
To support ML adoption and acceptability, in-house evaluations can be used, including 
well-developed and already validated techniques. Involving interested project leaders 
in the design of these evaluations may also increase subsequent acceptability. These 
evaluations can also be used to experiment with workflow modifications. The more 
workflows are changed, the more important it is that project teams feel ownership of or 
inclusion in those change decisions.   
 
Home-grown, Norwegian-language training materials were popular. 
 
ML can be a disruptive technology within evidence syntheses, although it does not have 
to be. The time savings we have seen in various phases of our reviews can be received 
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as positive, as well as threatening to one’s usual role and responsibility, or both. We 
hope that our suggested format of the future team, with rotating short-term members 
will build trust in ML, but this is not a given: a goal should be to expose as many em-
ployees as possible to ML, while ensuring that concerns are heard and addressed.  
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Appendices 

Appendix 1: How to put up a priority screening in EPPI-reviewer 
 
Appendix 2: Machine learning classifiers – how to build your own in EPPI 4 
 
Appendix 3: Risk of Bias assessments with machine learning – Team leaders 
 
Appendix 4: Risk of Bias assessments with machine learning – Team members 
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Importere referanser

❑ Klikk på Import Items

REVIEW HOME

Importere referanser

❑ Klikk på Import Items
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Importere referanser

❑ Klikk på Import Items

❑ Velg RIS-fil
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Importere referanser

❑ Klikk på Import Items

❑ Velg RIS-fil

❑ Klikk på Select File

❑ Last opp RIS-fil fra EndNote-bibliotek
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Importere referanser

❑ Klikk på Import Items

❑ Velg RIS-fil

❑ Klikk på Select File

❑ Last opp RIS-fil fra EndNote-bibliotek

❑ Fyll ut info for enklere gjenfinning
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Importere referanser

❑ Klikk på Import Items

❑ Velg RIS-fil

❑ Last opp RIS-fil fra EndNote-bibliotek

❑ Fyll ut info for enklere gjenfinning

❑ Klikk på Close/back for å komme 

tilbake til Review Home
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❑ Klikk på Manage Duplicates
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Fjerne dubletter

❑ Klikk på Manage Duplicates

❑ Klikk på Get New Duplicates
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Fjerne dubletter

❑ Klikk på Manage Duplicates

❑ Klikk på Get New Duplicates

❑ Klikk OK
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Fjerne dubletter

❑ Klikk på «A Duplicate» hvis studien er 

duplikat

eller

❑ Klikk på «Not a Duplicate» hvis den 

ikke er en duplikat
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Fordele referanser

❑ Klikk på Collaborate
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Fordele referanser

❑ Klikk på Collaborate

❑ Klikk på Screening
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Fordele referanser

❑ Klikk på Collaborate

❑ Klikk på Screening

❑ Klikk på Setup Wizard
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Fordele referanser

❑ Klikk på Collaborate

❑ Klikk på Screening

❑ Klikk på Setup Wizard

❑ Klikk på Codes
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Fordele referanser

❑ Klikk på Collaborate

❑ Klikk på Screening

❑ Klikk på Setup Wizard

❑ Klikk på Codes

❑ Klikk på den grønne knappen

Brukerveiledning v. 1.0 ©2021

Fordele referanser

❑ Klikk på Collaborate

❑ Klikk på Screening

❑ Klikk på Setup Wizard

❑ Klikk på Codes

❑ Klikk på den grønne knappen

❑ Importer kodingsverktøyet
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Fordele referanser

❑ Klikk på Collaborate

❑ Klikk på Screening

❑ Klikk på Setup Wizard

❑ Klikk på Codes

❑ Klikk på den grønne knappen

❑ Importer kodingsverktøyet

❑ Velg Screen on Title & Abstract > All 

Items > Klikk på Next

2

3
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Fordele referanser

❑ Klikk på Collaborate

❑ Klikk på Screening

❑ Klikk på Setup Wizard

❑ Klikk på Codes

❑ Klikk på den grønne knappen

❑ Importer kodingsverktøyet

❑ Velg Screen on Title & Abstract > All 

Items > Klikk på Next

❑ Velg Priority
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Fordele referanser

❑ Klikk på Collaborate

❑ Klikk på Screening

❑ Klikk på Setup Wizard

❑ Klikk på Codes

❑ Klikk på den grønne knappen

❑ Importer kodingsverktøyet

❑ Velg Screen on Title & Abstract > All 

Items > Klikk på Next

❑ Velg Priority

❑ (1) Klikk på Repopulate (2) Tast inn 

I’ve checked (helt sant) (3) Klikk på 

rød firkant.

1

2 I’ve checked

3
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❑ Klikk på Collaborate

❑ Klikk på Screening

❑ Klikk på Setup Wizard

❑ Klikk på Codes

❑ Klikk på den grønne knappen

❑ Importer kodingsverktøyet

❑ Velg Screen on Title & Abstract > All 

Items > Klikk på Next

❑ Velg Priority

❑ (1) Klikk på Repopulate (2) Tast inn 

I’ve checked (helt sant) (3) Klikk på 

rød firkant.

❑ Klikk på Comparison
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Fordele referanser

❑ Klikk på Collaborate

❑ Klikk på Screening

❑ Klikk på Setup Wizard

❑ Klikk på Codes

❑ Klikk på den grønne knappen

❑ Importer kodingsverktøyet

❑ Velg Screen on Title & Abstract > All 

Items > Klikk på Next

❑ Velg Priority

❑ (1) Klikk på Repopulate (2) Tast inn 

I’ve checked (helt sant) (3) Klikk på 

rød firkant.

❑ Klikk på Comparison
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2
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Hvorfor 
trene 

maskinen?

For at Priority screening 
skal starte må man først 

inkludere 5 studier til 
fulltekst og ekskludere 

5 studier

Hvordan
kan man 

trene 
maskinen?

Bruke kombinasjon av  
relevante søkeord for ditt 
prosjekt for å identifisere 
studier raskere enn ved 
tilfeldig gjennomgang
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Importere referanser

❑ Klikk på Import Items

REVIEW HOME

Trene algoritme

❑ Klikk på Search & Classify
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Importere referanser

❑ Klikk på Import Items

REVIEW HOME

Trene algoritme

❑ Klikk på Search & Classify

❑ Klikk på New Search

Brukerveiledning v. 1.0 ©2021

Importere referanser

❑ Klikk på Import Items

1

4

REVIEW HOME

Trene algoritme

❑ Klikk på Search & Classify

❑ […]

❑ (1) Velg Containing this text (2) Tast 

inn søkeord (3) Velg hvor i artikkelen 

søkeord skal forekomme (4) Klikk op

Run Search

[search text]

3

2
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Importere referanser

❑ Klikk på Import Items

REVIEW HOME

Trene algoritme

❑ Klikk på Search & Classify

❑ […]

❑ Bruk eventuelt boolske symboler for å 

kombinere søkeord

Hjelp?

Klikk her

Brukerveiledning v. 1.0 ©2021
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Machine learning guide – Custom Classifiers - 05.2021 

 

Machine learning classifiers – how to build your own in EPPI 4 

What is a classifier? 

 Classification is the process of predicting data points. Classification predictive 

modelling is the task of predicting output variables from input variables. It belongs to 

the category of supervised learning where a human provides input data. 

 

When is this relevant for you? 

 

You have already coded a set of references in a dichotomous manner (e.g. 

includes/excludes from screening or priority screening). Now you want to see if you 

progress is sufficient to apply machine learning to further references to save time with 

screening or to prioritise your efforts on more relevant studies. With a decent model, 

you can expect to get a ranking of your further references by % likely relevance. This 

will also allow you to allocate references by % likely relevance to team members, or 

set yourself a cut-off percentage of % likely relevance to stop screening.  

 

 

How to set up your classifier: 

Before you get started you need a training set of known includes /excludes (e.g. your 

screening results). In addition, you need to create a code for all non-processed references to 

have them easily accessible. 

 

1. Codesets 
 

 

 
Have your includes/ excludes 
ready. To get most sensible 
predictions of likely relevance, 
you need to have a balanced 
ratio of includes/excludes 
(ideally, not exceeding 1:5). You 
will be guided in how to balance 
your studies. 

 

Note: a decent model can be built if you have enough include/exclude screening decisions to train the 

model with. The more, the better. You have to build your model before assessing how useful it is; see 

“How to interpret the results from your model?” at the end of the document for more detail. 

For example: Spam detection in email service providers can be identified as a classification problem. 

This is a binary classification since there are only 2 classes as spam and not spam. A classifier utilizes 

some training data to understand how given input variables relate to the class. In this case, known 

spam and non-spam emails have to be used as the training data. When the classifier is trained 

accurately, it can be used to detect an unknown email. 
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Create an Administrative 
codeset named: 
Reference for Classifier. Choose 
Codeset type: Administrative. It 
will then appear in blue. 

 
 
 
“Add a child code” via right 
clicking on the Reference for 
Classifier. One for Includes and 
one for Excludes 
 
 

 
 
 
 
 
 
Check how many includes you 
have under “Screen on Title & 
Abstract”. Right-click on Include 
and “list items with this code” 
 

 
 
 
 
 
 
In the example there are 78 
includes. Remember/ write 
down your number of Includes. 
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Select all references and assign 
them to childcode “Include” of 
the codeset Reference for 
Classifier. 
 
 

 
 
You now need to assign a 
selection of your Excludes to 
childcode “Exclude” of the 
codeset Reference for Classifier. 
 
 
Right-click on “Exclude”, and 
then “list items with this code”. 
 

 
 
 
 
In the example there are 2171 
references coded as “Exclude”. 
 
 

 
 
To allocate a selection of 
“Exclude” not more than 1:5 of 
Include (i.e. 5 x 78 = 390), click 
the hand symbol to “Allocate 
items to codes randomly”. 
 
To not exceed the 1:5 ratio, 
calculate the correct amount 
percentage you need to assign.  
 
In the example: (5 x 78) / 
(2171/100)= 17.97. So you need 
to allocate 17% in one group to 
the childcode “Exclude” of the 
codeset Reference for Classifier. 
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Under the codeset Reference for 
Classifier/ Exclude you find 
“Group 1” – your random 
selection of excludes. 
 
 

 
 
 
Your references which haven’t 
been screened need to have 
their own code too. For 
example, you can code them to 
a code “need to be screened” 
under the allocations codeset. 
 
 

 

 
 
To find the not screened studies, 
go to the search tab, and search 
for studies “that don’t have any 
codes from this set” “Screen on 
Title & Abstract”. Assign these 
studies to your “Need to be 
screened” code. 

 
 
 
 
1.a) Create an Administrative 
codeset named: Score codeset 

 
 
 
 
 
 
1. b) Check that your: Score 
codeset is visible and blue 
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1. c) “Add a child code” via right 
clicking on the score codeset 

 
 
1. d) Name the childe code: 
Number and date it, and provide 
the information on how many 
includes/excludes you have 
ready 
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2. The Classifier menu 
 

 

 
 
 
 
Click on the spanner “classifier” 
icon to get the Machine building 
classifier menu 

 

 
 
 
 
 
 
The Machine building classifier 
menu 

 
3. Build the model 
 

 

 
 
Apply the Reference for 
Classifier: Include code from 
Reference for Classifier/ 
Exclude/ Group 1 code.  

 
Name the model “Classifier 
INCLUDE vs EXCLUDE, [number 
of include – number of exclude]” 
 
Example: “Classifier INCLUDE vs 
EXCLUDE,  50-200” shows that 
this model has been trained by 
50 included studies and 200 
excluded studies. 
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Build the model 
 
(Wait a few minutes.) 

 
Your model is ready based on 
your includes and exludes!  
 

 

4. Apply the model 
 

 

 
 
 
 
Go to Stage 2 (right side): 
Applying the model to un-
coded/not screened studies 

 
 
 
 
 
 
4.a) Select the model you just 
built 

 
 
 

 
 
4.b) Select the studies to apply 
the model to: 
 
specific code (that describes your 
un-processed studies, i.e. “need 
to be screened” (the code 
specified in point 1) or a specific 
source (i.e. a RIS-file)  
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Now: Apply model 
 
Wait for a few minutes.  

 
5. Find the results of your 
model 

 

 
 
Choose the “Search” tab to see 
the results.  
 
You will likely have to click 
“Refresh search list” a few times 

 
 
By clicking “Visualise”, you get a 
distribution chart. By clicking on 
“Select”, you get a list of the 
references with ranking by 
relevance.  
 
You want to visualise your 
results  
 
 
 
After clicking “Visualise”, a 
distribution chart pops up 
 
In the example to the right, 
about 120 studies are ranked as 
20-29% likely included; only a 
few are ranked as 0-9% likely.  
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6. Saving your results as codes by % 
likely relevance 

 

 
 
 
 
Select the child code under the “Score 
codeset” to save each bar as a code (the 
child code you created in Step 1.d).  
 
Click “Create!” 

 
 
 
 
 
 
 
 
Under your administrative Score codeset, 
and under the child code you can find 
each bar from the chart, as its own code. 
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7. Using your results  
 
 
 
Consider your options: 

 
With your results ready, you need to assess their 
usefulness, if you are satisfied with the results you 
may want to code studies with low/high likely 
relevance as includes or excludes, or you can 
allocate them to a member of your team so screen 
them. 
 

Interpret your results  

A decent model A model that needs to be trained more or adjusted 
Your results, visualised in the bar chart, reflect the 
strength of the model. The example below shows a 
distribution with few studies having a high % likely 
relevance, and gradually more with less likely 
relevance. The example reflects a rather good 
model, with the most relevant studies already 
having been identified. 
 
In this case you can continue on to changing your 
screening procedures.  
 

The results of a less successful model are depicted 
below. The model was not able to be very certain 
in which studies were most likely relevant, or which 
studies were unlikely relevant. This indicates that 
the classifier had too little data available to make 
more certain predictions.  
 
 
In this case, you should continue screening, and 
rebuild the model once you have screened more 
studies (rule of thumb: 50-100 studies).  
 

 
If after you continue screening your model is still 
clustered around 50-60%, try making your includes 
and excludes more balanced. This likely means 
picking a new, smaller random selection of 
excludes.  
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Changing your screening procedures based on your classifier 

If you have built a decent classifier, you have several options. Some examples: 

One person, instead of two, can 
confirm the studies classified as very 

likely (90-99%) and as very unlikely (0-
9%).  

 

Without manual confirmation, you can 
screen the studies classified as very 

likely (90-99%) and as very unlikely (0-
9%) according to the classifier’s 

prediction.  

 

One person, instead of two, can 
confirm the studies classified as less 

likely (0-29%).  
 
 

 
 

Or other combinations. 

 

You could also de-prioritize the screening of least likely studies, so that the team proceeds with other 

tasks, and these least-likely studies are screened whenever people have time.  

  



12 
 

8. a) How to accept the classifier’s screening 
predictions 

 

 
If you want to accept the classifier’s prediction of 
a screening code (without a human screener), you 
must still be the one to actually assign a code.  
 
You can do this by searching and coding in bulk. 
E.g. you decide to exclude all studies with less 
than 10% likely relevance. 
 
Open the search tab and create a new search. 

 

 
 

 
 
 
Search for the % range you want to assign the 
include/ exclude code to (e.g. 0-9% range) 

 
 
Select the search result via the checkbox 
 
In the Codes menu on the right side, right-click on 
“EXCLUDE”, then click “Assign items in selected 
searches to this code.”  
 
NB! If your Screening on T/A codeset is set up to 
require two persons’ coding (“Comparison 
coding”), and you want to keep this set-up rather 
than change to allow single-person coding 
(“Normal coding”), then a second person needs to 
screen these studies. Allocate this same range to a 
second person with instruction to bulk-screen 
them as you did, then make a comparison as you 
normally would to confirm screening.  
 
 

 

8. b) How to allocate studies by likely relevance  
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If you want certain team members to prioritize 
screening of certain studies based on likely 
relevance, you can create specific allocations in 
the “Collaborate” tab. 
 
Click “Create new” 
 

 
 
 
i. Select the range you want to allocate. 
ii. Select the codeset you want the individual to 
code 
iii. Select the person to allocate to 
 
iv. Assign the work. 

 
 
 
The person to whom you allocated to will see the 
assigned references, in the “My info” tab, and 
there under “My work allocations”. 
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Risk of Bias assessments
with machine learning

In EPPI-Reviewer

Instructions for team leaders

Technology 

• www.robotreviewer.net

1

2

http://www.robotreviewer.net/
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Before you begin RoB assessments

• Request Silverlight access from NHN for you and your team (as early as 
possible)

• Set your team up in EPPI
• Call in Ley/someone from the machine learning team to talk through

possible procedures, such as:
• Should your team members be blinded to RobotReviewer? 
• Do you want to compare to not using machine learning? 
• Can we collect some data? 

• Set up a 1-hour training meeting with your team and Ley, to explain
procedures

• Recommended: another 1-hour meeting with your team and Ley, for them
to begin assessments

6 steps

1. Upload
pdfs

http://eppi.ioe.ac.uk/
eppireviewer4/eppir
eviewer4.aspx

3

4

http://eppi.ioe.ac.uk/eppireviewer4/eppireviewer4.aspx
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2. Add RobotReviewer code set

3. Change
RobotReviewer
codeset to 
«comparison» 
type

so that each researcher’s
asessments are tracked but
not immediately visible to 
others

Right click on codeset →
Properties

5

6
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RobotReviewer only completes the first 4 
domains, so you need to add the rest. 

4. Add remaining 3 domains
to the Risk of bias (on full 
document) codeset. 

Right click on this code→
Add child code. 

This is how
your 3 new
domains
should look:

Describe the completeness of outcome data for each 
main outcome, including attrition and exclusions 
from the analysis. State whether attrition and 
exclusions were reported, the numbers in each 
intervention group (compared with total randomized 
participants), reasons for attrition or exclusions 
where reported, and any reinclusions in analyses for 
the review

*Assessments should be made for each main 
outcome or class of outcomes.

Add Cochrane’s instructions to 
each code description: 

State how selective outcome reporting was 
examined and what was found. 
*Assessments should be made for each main 
outcome or class of outcomes.

State any important concerns about bias 
not covered in the other domains in the 
tool

7

8
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5. Run each pdf
through
RobotReviewer

If you get an error message at 
the end, just click through it.

6. Allocate to your team members as appropriate, making it clear who
is the primary researcher who fills out the entire form and who is 
checking their work. 

Send them the instructions for team members document.

Schedule a 1.5-2 hours meeting with your team and someone from the
machine learning team, to train and begin assessing together.

9

10

https://teams.microsoft.com/l/file/9B168E05-F581-4038-8DC8-92A6C2979E43?tenantId=54475f80-1baa-4ea9-9185-c0de5cc603fe&fileType=pptx&objectUrl=https%3A%2F%2Ffolkehelse.sharepoint.com%2Fsites%2F2057%2FDelte%20dokumenter%2FTraining%2F091220%20RoB%20with%20ML%20for%20team%20members.pptx&baseUrl=https%3A%2F%2Ffolkehelse.sharepoint.com%2Fsites%2F2057&serviceName=teams&threadId=19:193d63fe6428452bb92fb2ab9f560d9e@thread.tacv2&groupId=8810c50d-a4e4-4287-accf-0f743238bb73
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Risk of Bias assessments
with machine learning

In EPPI-Reviewer

Instructions for team members

Technology

• www.robotreviewer.net (drag and drop a pdf 
of an RCT to see whathappens)

• EPPI Reviewer has RR’s technology built it, so 
researchers can skip the website. 

• RR completes the first 4 of 7 domains in 
Cochrane’s Risk of Bias. Developers suggest using 
RR as a support, not as an independent 
researcher. 

• What is potentially even more helpful, is that 
it provides the text it used to make each 
judgement. That text by itself can be used by 
researchers.  

1

2

http://www.robotreviewer.net/
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• Web version in Chrome, 
Firefox, Edge, Safari 
https://eppi.ioe.ac.uk/ep
pireviewer-web/

• Find your assignment

• Are you using version 4? 
Skip to those
instructions

How has your project leader told you to 
assess RoB? 
• Blinded to your other team members (but not blinded to machine

learning)
• Use slides 5-9

• Not blinded to your other team members
• Use slides 10-12

3

4

https://eppi.ioe.ac.uk/eppireviewer-web/
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Blinded to your team 
members

• First, download the
pdf and move it to a 
different window

• Codeset you are
interested in: 
RobotReviewer
classifications

Option 1: Blinded to your
team members

5

6
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• Turn on live comparisons to 
see machine learning
assessments (this breaks 
blinding):

• Coding record → View the
person whose codes
represent machine learning
(your project leader will tell 
you).

Option 1: Blinded to your
team members

• A new window will pop up 
displaying the automated
risk of bias assessments. 

• Any text extracted will be in 
italics

Option 1: Blinded to your
team members

7

8
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1. Fill out all 7 domains in Risk of 
bias (on full document)

a) Check the correct code (Low
or High/unclear)

b) Click on Info and add in 
support for your assessment. 
Copy the text extracted by 
machine learning, if you
agree, otherwise copy from 
the pdf, or write in your own
text. Specify «high» vs
«unclear» in the info box. 

Option 1: Blinded to your
team members

Your assignments

• Codeset you are
interested in: 
RobotReviewer
classifications

• Open pdf: Download

Option 2: Not blinded to 
your team members
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• Turn on live comparisons to 
see machine learning
assessments (this breaks 
blinding):

• Coding record → Live 
comparison→ Citation
details→ click on the
specific code you want to 
see. The child-codes
immediate subordinate will
be shown, so you might
have to use the arrows to 
expand a code. 

Option 2: Not blinded to 
your team members

• Take a look at the information
already available. 

• The code relevant to you is Risk of 
bias (on full document), while this
can be helpful: PICO text (full-
text). But the others also have 
interesting info. 

• NB! You won’t see any coding on
the left side, because the
assessment isn’t completed yet. 
Look at the top of the screen for 
RR’s coding, which will be marked 
under your team leader’s name (or 
someone else on the machine
learning team). 

• Any text extracted will be 
displayed after [Info]

Option 2: Not blinded to 
your team members
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Your assignments
1. Fill out all 7 domains in Risk of 

bias (on full document)

a) Check the correct code (Low
or High/unclear)

b) Click on Info and add in 
support for your assessment. 
Copy the text extracted by 
machine learning, if you
agree, otherwise copy from 
the pdf, or write in your own
text. Specify «high» vs
«unclear» in the info box. 

Option 2: Not blinded to 
your team members

EPPI version 4 
Interface

• Version 4 in internet explorer: 
http://eppi.ioe.ac.uk/eppireviewe
r4/eppireviewer4.aspx

• Find your assignment

13
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• Codeset you are
interested in: 
RobotReviewer
classifications

• Open pdf: Download

• Turn on live comparisons to 
see machine learning
assessments (this breaks 
blinding):

• Coding record → Live 
comparison→ Citation
details→ click on the
specific code you want to 
see. The child-codes
immediately subordinate
will be shown, so you might
have to use the arrows to 
expand a code. 
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• Take a look at the information already
available. 

• The code relevant to you is Risk of bias 
(on full document), while this can be 
helpful: PICO text (full-text). But the
others also have interesting info. 

• NB! You won’t see any coding on the left
side, because the assessment isn’t
completed yet. Look at the bottom of 
the screen for RR’s coding, which will be 
marked under your team leader’s name
(or someone else on the machine
learning team). 

• Any text extracted will be in italics. 

Your assignments

1. Fill out all 7 domains in Risk of 
bias (on full document)

a) Check the correct code

b) Click on Info and add in 
support for your assessment. 
Copy from RR, if you agree, 
otherwise copy from the pdf, 
or write in your own text. 
Specify «high» vs «unclear» 
in the info box. 

. 
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